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Caracterís<cas	de	los	exoesqueletos	

•  Múl<lples	ar<culaciones	
•  Modulares	
•  Ligeros	y	con	cableados	
flexibles	

•  Múl<ples	sensores	
•  Múl<ple	actuadores	
•  Actuación	coordinada	
•  Funciones	de	monitorización	



Arquitecturas	

•  Arquitectura	
centralizada	

GAIT	Project	@CSIC,	2006	

•  Arquitectura		
distribuida	

Bleex@Berkeley,	2003	



Arquitectura	del	Bleex	
(GuiPCI) and the GUI computer (GuiPC) inside the GUI 
computer case. The GuiRIOM and the GuiPCI stack together 
on a PCI riser card that is plugged into one of PCI slots of the 
GuiPC.

Fig. 7 Overall view of ExoNET networked control 
system and external GUI debug terminal. 

Fig. 8 shows the ExoNET ring topology of an ExoRing 
where N RIOMs (Slave 1,2,…N) are serially connected to one 
SIOM (Master). Each serial link consists of three twisted pairs 
of wires. The first and second pairs are used for receiving and 
transmitting data and the third pair is used for carrying power 
to RIOMs. The direction of data flow in this network is from 
the transmit port (TX) of the master node to the receive port 
(RX) of the Slave 1 node, and from the TX of the Slave 1 node 
to the RX of the Slave 2 node, and so forth. This path 
continues to the RX of the Slave N node. A loop-back 
terminator completes the ring by plugging into the TX of the 
Slave N node so that data leaving from the TX of the Slave N
node will arrive at the RX of the SIOM master node after 
passing through each slave node internal loop line (labeled LP 
in Fig. 8). 

Fig. 8 Ring Topology 

This ring topology provides flexibility and expandability 
for the network: a user can easily add or remove slave nodes 
and then plug a loop-back terminator at the last slave node to 
complete the network. This topology eliminates the 
requirement of a single circulating serial cable connecting 
from the last slave node to the master node. It is particularly 
useful in cabling a network where all nodes are physically 
oriented on a line (as on the BLEEX legs). In this case, only 
one serial link cable between any two consecutive nodes and a 
loop-back terminator on the last node are required to form a 
complete ring network. 

B. Remote I/O Modules (RIOMS) – A Practical Solution to 
Managing Wiring Complexity 

The ExoNET RIOM modules (Fig. 9) act as smart sensor 
and control data aggregation nodes. BLEEX is a complex 
multi-degree of freedom device with a large number of sensor 
inputs and control outputs. A common approach in robotic 
design would be to route all sensor and actuator signal wires 
directly to a central control computer. For BLEEX, this would 
have meant a total of over 210 wires. By distributing network 
nodes around the robot, we only require one wire per limb (i.e. 
ring network) to route all sensor and actuation information. 
Each node takes care of interfacing with the various types of 
sensors (serial, parallel, analog, digital, etc…) located 
physically close to it, and assembles the data into digital 
packets that can be transmitted via the network to and from the 
central computer. In addition, the RIOM can send out analog 
control commands for actuation (e.g. controlling a hydraulic 
servo-valve). The distribution and location of RIOMs is 
generally chosen to achieve a minimum volume of wiring and 
a reasonable and convenient allocation of sensors and 
actuators to each RIOM.  

Fig. 9 ExoNET RIOM photo and schematic. Each RIOM provides for 3 
analog inputs (AIN), 1 analog output (AOUT), 6 digital inputs (DIG IN), 1 

quadrature encoder input (ENC IN), and 2 network communication ports (UP 
and DWN). Two integrated circuits handle processing (Xilinx Inc.) and 

network communication (Cypress Semiconductor Inc.) respectively. 

Each RIOM on the first generation BLEEX provides for 5 
sensor inputs and one 16-bit analog actuation output. Three of 
the inputs are 16-bit analog A/D converters used to read 
accelerometer data from the leg links and absolute angle 
inclinometer data from the torso. Each RIOM also has one 
quadrature encoder input for recording a relative joint angle 
and one 6-bit digital input used only on the foot RIOMs for 
measuring ground contact via foot switches. Details of the 
electronics hardware design can be found in [24]. 

C. Network Protocol 

ExoNET network communication consists of passing data 
“messages” around the ring formed by the nodes on the 
network (SIOM and RIOMs). A message is a series of data 
packets that is preceded by a chosen start delimiter code (“S” 
in Fig. 10) and proceeded by a chosen end delimiter code (“E” 
in Fig. 10). Each data packet in a message includes bits that 
indicate the source of the packet (the ID# of a RIOM), the type 
of data (e.g. error, sensor, actuation command,…), the actual 
data value, and error checking bits based on a cyclic 
redundancy check (CRC). Fig. 10 shows two types of data 
packets in the message being passed between nodes: actuator 
commands sent from the master to the RIOMs (C1, C2), and 
sensor data destined for the master that was collected by the 
RIOMs (T11, T12, T21,…). 
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Abstract The Berkeley Lower Extremity Exoskeleton 
(BLEEX) is a load-carrying and energetically autonomous 
human exoskeleton that, in this first generation prototype, carries 
up to a 34 kg (75 lb)  payload for the pilot and allows the  pilot to 
walk at up to 1.3 m/s (2.9 mph). This article focuses on the 
human-in-the-loop control scheme and the novel ring-based 
networked control architecture (ExoNET) that together enable 
BLEEX to support payload while safely moving in concert with 
the human pilot. The BLEEX sensitivity amplification control 
algorithm proposed here increases the closed loop system 
sensitivity to its wearer’s forces and torques without any 
measurement from the wearer (such as force, position, or 
electromyogram signal). The tradeoffs between not having 
sensors to measure human variables, the need for dynamic model 
accuracy, and robustness to parameter uncertainty are 
described. ExoNET provides the physical network on which the 
BLEEX control algorithm runs. The ExoNET control network 
guarantees strict determinism, optimized data transfer for small 
data sizes, and flexibility in configuration. Its features and 
application on BLEEX are described. 

Index Terms  BLEEX, exoskeleton, human-machine, control, 
wearable robotics, ExoNet, bLAN, ring-based, networked control. 

I. INTRODUCTION

The goal of the exoskeleton project at U.C. Berkeley is to 
develop fundamental technologies associated with the design 
and control of energetically autonomous lower extremity 
exoskeletons that augment human strength and endurance 
during locomotion. The first generation lower extremity 
exoskeleton (commonly referred to as BLEEX) is comprised 
of two powered anthropomorphic legs, a power unit, and a 
backpack-like frame on which a variety of heavy loads can be 
mounted. This system provides its pilot (i.e. the wearer) the 
ability to carry significant loads on his/her back with minimal 
effort over any type of terrain. BLEEX allows the pilot to 
comfortably squat, bend, swing from side to side, twist, and 
walk on ascending and descending slopes, while also offering 
the ability to step over and under obstructions while carrying 
equipment and supplies. BLEEX has numerous potential 
applications; it can provide soldiers, disaster relief workers, 
wildfire fighters, and other emergency personnel the ability to 
carry heavy loads such as food, rescue equipment, first-aid 
supplies, communications gear, and weaponry, without the 
strain typically associated with demanding labor.  
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Fig. 1 Berkeley Lower Extremity Exoskeleton (BLEEX) first generation 
prototype and pilot. 1: Hydraulic power supply and payload occupies the 
upper portion of the backpack; 2: Rigid BLEEX spine connected to the 

flexible pilot vest; 3: Central control computer occupies the lower portion of 
the backpack; 4: Some of the hydraulic actuators (ankle, knee and hip); 5: 

Two of the control network’s Remote I/O Modules (RIOM); 6: Rigid 
connection of the BLEEX feet to the pilot’s boots. More photographs can be 

found at http://bleex.me.berkeley.edu 

BLEEX was first unveiled in 2004, at U.C. Berkeley’s 
Human Engineering and Robotics Laboratory (Fig. 1). In this 
initial model, BLEEX offered a carrying capacity of 34 kg (75 
lbs), with weight in excess of that allowance being supported 
by the pilot. 

The effectiveness of the lower extremity exoskeleton is a 
direct result of the control system’s ability to leverage the 
human intellect to provide balance, navigation, and path-
planning while ensuring that the exoskeleton actuators provide 
most of the strength necessary for supporting payload and 
walking. In operation, the exoskeleton becomes transparent to 
the pilot and there is no need to train or learn any type of 
interface to use the robot.  
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Proyecto	HYPER	(2010-2014)	
•  23	intervenciones	diferentes	
•  4	exoesqueletos	diferentes	(2	

MS	y	2	MI)	
•  9	grupos	de	inves<gación	
•  16	componentes	

tecnológicos	desarrollados	
de	forma	distribuida		

•  Más	de	140	variables	sub-
agrupadas	y	u<lizadas	en	
dis<ntos	contextos	y	con	
frecuencias	de	1	a	1kHz	

•  Más	de	6	unidades	de	
procesamiento	
descentralizadas	
(ordenadores	o	
microcontroladores)	



Arquitectura	HYPER	
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Tecnologías	de	Comunicación	
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•  Para	el	control	
(Determinís<co)	
–  RS-485	
–  CAN	(Controller	Area	
Network)	

•  Para	monitorización	(de	gran	
capacidad,	fácil	de	usar)	
–  Intra	Exo	

•  CAN	
•  Ethernet	

–  Extra	Exo	
•  Inalámbricas	

–  Bluehoth	
–  WiFi	

•  Cableadas	
–  Ethernet	
–  USB	 Arquitectura	del	Exoesqueleto	H2,	2011	



Comunicación	para	el	control	

•  RS-485	
– Ambiente	industrial	
– Capa	ksica	

•  Controller	Area		Network	(CAN)	
–  Industria	automotriz	
– Prioridades	a	nivel	de	capa	ksica	
– 1Mbps	
– Bus	(+termiandor)	



Comunicación	para	la	monitorización	

•  Ethernet	
–  Cableado	
– Gran	velocidad	

•  WiFi	
–  Inalámbrico	
–  Buena	velocidad	

•  Bluetooth	
–  Poca	velocidad	(1Mbps	o	menos)	
–  Fácilmente	interconectable	con	móviles	y	otros	
disposi<vos	



Plataformas	de	Soporte	

BeagleBone		Black	(39€)	

Raspberry	Pi	3	(35€)	

ODROID-C1	(45€)	
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obrunep@uc.edu.py	


